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1. **选题依据和研究意义**

同步定位与地图构建（SLAM）是搭载激光雷达、IMU（Inertial Measurement Unit）、相机等传感器的移动载体在未知环境下同步进行定位与地图构建的过程[1]。SLAM一般可分为激光SLAM和视觉SLAM。激光SLAM利用激光雷达、编码器和惯性测量单元（IMU）等多种传感器相结合，已在理论和应用方面相对成熟。然而，激光雷达具有较高的价格使其难以普及到个人小型设备，并且雷达信息获取量有限。视觉SLAM利用视觉传感器，如单目、双目和RGB-D（带有深度信息的彩色图像）相机等，来构建环境地图。相机能够获取丰富的图像信息，并且视觉传感器具有低廉的价格，简单的结构和小巧便携的特点，因此成为近年来研究者们关注的热点，也成为SLAM技术中的主要研究方向。视觉SLAM能够广泛应用于无人驾驶，自主机器人，导盲避障等领域，对视觉SLAM的研究具有现实意义。

经过近二十年的发展，视觉同时定位与建图（Visual Simultaneous Localization And Mapping，V-SLAM）框架已趋于成熟，在机器人视觉感知领域中占有重要地位，最先进的V-SLAM算法提供了高精度定位和场景重建的能力[2]。现阶段，V-SLAM系统大多数建立在非动态环境的假设上，即假设移动载体在跟踪过程中不存在动态物体。然而，这种假设是一种强假设，在现实场景中很难成立。在室内场景中，常出现移动的人和桌椅等等；在室外场景中，常常出现移动的车和动物等等，这些动态物体的出现对V-SLAM系统的影响巨大，尤其是对V-SLAM中的前端模块的影响。SLAM前端求解存在两种方案，直接法和特征点法。直接法基于光度不变假设来描述像素随时间在图像之间的运动方式，每个像素在两帧之间的运动是一致的，通过此估计相机的运动。然而由于相机获得的图像受到光线，噪声等影响，光度不变假设往往不成立，如果再出现动态物体，直接使用此方法更会影响相机的运动估计。特征点法是一种间接的方法，它首先提取图像的特征点，然后通过两帧间特征点的匹配和位置变化求解相机运动。特征点的选择与使用大幅提高了V-SLAM系统定位的准确性，例如著名开源视觉SLAM框架ORB-SLAM2[3]、ORB-SLAM3[4]、VINS-Mono[5]都采用了特征点法。但是，一旦出现动态物体，这些特征点中会包含动态物体上的点，动态物体的移动造成了特征点移动的不一致性，从而对相机运动的估计造成了巨大影响。这种影响会导致后端失效，定位精度大幅减弱，不能忽视。随着视觉SLAM技术的发展，如何解决动态影响受到广泛关注，具有重要的研究价值。

1. **国内外研究现状和发展态势**

**2.1 视觉SLAM研究现状**

视觉SLAM问题最早可追溯到滤波技术的提出，Smith等人提出了采用状态估计理论的方法处理机器人在定位和建图等方面的问题[6]。随后出现各种基于滤波算法的SLAM系统，例如粒子滤波[7]和卡尔曼滤波[8]。2007年视觉SLAM取得重大突破，A. J. Davison等人提出第一个基于单目相机的视觉SLAM系统MonoSLAM[9]。该系统基于扩展卡尔曼滤波算法（Extended Kalman Filter, UKF），是首个达到实时效果的单目视觉SLAM系统，在此之前其他的算法都是对预先拍好的视频进行处理，无法做到同步。MonoSLAM的发布标志着视觉SLAM的研究从理论层面转到了实际应用，具有里程碑式意义。同年，Klein 等人提出了PTAM( Parallel Tracking And Mapping) [10]，创新地以并行的方式进行跟踪和建图线程，解决了MonoSLAM计算复杂度高的问题，这种并行的方式也是当下SLAM框架的主流。PTAM应用了关键帧和非线性化优化理论而非当时多数的滤波方案，为后续基于非线性化优化的视觉SLAM开辟了道路。

2014年慕尼黑工业大学计算机视觉组Jakob Engel等人[11]提出LSD-SLAM，该方案是一种基于直接法的单目视觉SLAM算法，不需要计算特征点，通过最小化光度误差进行图像像素信息的匹配，实现了效果不错的建图，可以生成半稠密的深度图。该方案的出现证明了基于直接法的视觉SLAM系统的有效性，为后续的研究奠定了基础。但该方案仍旧存在尺度不确定性问题，以及在相机快速移动时容易丢失目标的问题等等。同年SVO（semi-direct monocular visual odometry）被Forster等人提出[12]。这是一种基于稀疏直接法的视觉SLAM方案，结合了特征点和直接法，使用了特征点，但是不计算特征点的描述子，特征点的匹配使用特征点周围像素利用直接法匹配。SVO有着较快的计算速度，但是缺少了后端的功能，对相机的运动估计有较为明显的累计误差，应用场景受限。

2015年Mur-Artal等人参考PTAM关键帧和并行线程的方案，提出了ORB-SLAM框架[13]。该框架是一种完全基于特征点法的单目视觉SLAM系统，包括了跟踪，建图和回环检测三个并行线程。跟踪线程负责提取ORB[14]（oriented FAST and rotated BRIEF）特征点，这该系统最为经典的一部分，采用的ORB特征点具有良好的尺度不变性和旋转不变性，能实现提取速度和效果的平衡。跟踪线程还完成估计位姿的工作，并且适时选出新的关键帧来实现建图。建图线程接收跟踪线程选出的关键帧，删除冗余的关键帧和地图点，再进行全局优化。回环线程接收建图线程筛选后的关键帧，与其他关键图进行回环检测，然后更新相机位姿和地图。ORB-SLAM因为回环检测线程的加入，有限消除了累计误差的影响，提高了定位和建图的准确性。但是其系统只适用于单目相机，精度低且应用场景受限。随着相机的进步，2017年Mur-Artal 等人对ORB-SLAM进行了改进，扩展了对双目和RGB-D相机的支持，提出ORB-SLAM2[3]。相比于原版，该系统支持三种相机，同时新增重定位，全局优化和地图复用等功能，更具鲁棒性。

2017年，香港科技大学Qin Tong等人[15]提出VINS Mono系统，该系统在单目相机中融合IMU传感器，在视觉信息短暂失效时可利用IMU估计位姿，视觉信息在优化时可以修正IMU数据的漂移，两者的结合表现出了优良的性能。2019年提出改进版系统VINS-Fusion[16]，新增对双目相机和GPS传感器的支持，融合后的系统效果更优。

2020年Carlos Campos等提出了ORB-SLAM3[4]，该系统在ORB-SLAM2的基础上，加入了对视觉惯性传感器融合的支持，并在社区开源。系统对算法的多个环节进行改进优化，例如加入了多地图系统和新的重定位模块，能够适应更多的场景，同时精度相比上一版增加2-3倍。在2021年底，系统更新了V1.0版本，继承了ORB-SLAM2的优良性能，成为现阶段最有代表性的视觉SLAM系统之一。

**2.2 动态SLAM研究现状**

针对动态物体的影响，已经有许多研究人员开展了相关工作，尝试解决动态场景下的视觉SLAM问题。解决这一问题的主要挑战就是如何高效地检测到动态物体和其特征点，并将动态特征点剔除以恢复相机运动。

最早的解决思路是根据几何约束来筛除动态物体的特征点，如WANG等[17]首次使用K-Means将由RGB-D相机计算的3D点聚类，并使用连续图像之间的极线约束计算区域中内点关键点数量的变化，内点数量较少的区域被认定是动态的。利用极线约束是一种判断动态物体特征点的常见方法，但是如果相邻帧间存在高速移动物体或者运动物体沿着极线方向移动，这种方法效果会大大减弱。为了更好地利用几何信息，研究人员提出借助光流信息来提高动态物体的检测。Fang[18]使用光流法检测图像之间的动态物体所在位置，对其特征点进行滤除。该方法利用光流提高检测的精度，有效地降低了帧之间极线约束的误差。尽管基于几何约束的方法可以在一定程度消除动态特征点的影响，但随着深度学习的发展，图像中语义信息逐渐被重视和利用起来。

现阶段有许多优秀的深度学习网络，如YOLO[19]，SegNet[20]，Mask R-CNN[21]等等。这些神经网络有着强大的特征提取能力和语义信息提取能力，可以帮助SLAM系统更轻松地辨别出动态物体的存在，提供语义先验信息，从而消除其影响。Fangwei Zhong等人提出的Detect-SLAM[22]，利用目标检测网络获取环境中的动态的人和车等，为了实时性，只在关键帧中进行目标检测，最后去除所有检测到的动态点来恢复相机位姿。LIU和MIURA[23]提出了 RDS-SLAM。基于ORB-SLAM3[4]的RDS-SLAM框架使用模型的分割结果初始化移动对象的移动概率，将概率传播到随后的帧，以此来区分动静点。这种只基于深度学习的方法仅能提供图像中的语义信息，但无法判断图像中的物体是否真的在运动，比如静止的人或者路边停靠的汽车。若根据语义信息将其标记为动态物体后直接去除其特征点，这种方法会导致系统丢失有用的特征点，对相机的运动估计有所影响。因此仅利用深度学习不能很好解决动态物体对SLAM系统的影响。

许多研究开始探索语义信息和几何信息的结合。清华大学Chao Yun等提出的DS-SLAM[24]，该系统首先利用SegNet网络进行语义分割，再利用极线约束过滤移动的物体，达到了不错的效果。Berta Bescos等人首次利用Mask R-CNN网络进行实例分割，提出了DynaSLAM[25]。该系统结合基于多视几何深度的动态物体分割和区域生长算法，大幅降低了位姿估计的误差。Runz等人提出了MaskFusion，一种考虑物体的语义和动态RGD-D SLAM系统[26]。这个系统基于MASK-RCNN语义分割和几何分割，将语义分割和SALM线程放在两个线程以保证整个SLAM系统的实时性。但是该系统物体边界分割常包含背景，仍有改善空间。等人提出RS-SLAM，一种使用RGB-D相机解决动态环境不良影响的SLAM[27]。该系统采用语义分割识别动态对象，通过动态对象和可移动对象的几何关系来判断可移动对象是否移动。动态内容随后被剔除，跟踪模块对剔除过的静态背景图像帧进行ORB特征提取并估计相机位姿。

利用深度学习得来的语义信息和几何信息结合来解决SLAM中的动态场景问题渐渐成了一种主流，但是上述大多系统只是为了恢复相机的位姿而剔除动态物体的特征点，而没有估计动态物体的位姿。同时估计相机运动和跟踪动态物体运动，将动态物体的点加入优化步骤正在发展为一种趋势。Henein等人提出一种新的基于特征的，无模型的动态SLAM算法Dynamic SLAM（Dynamic SLAM: The Need For Speed）[28]。该方法利用语义分割场景中的刚体物体的运动，并提取运动物体的速度，有效性在各种虚拟和真实数据集上得到了验证。Javier Civera等人提出的DOT SLAM（Dynamic Object Tracking for Visual SLAM）[29]主要工作在前端，结合实例分割为对态对象生成掩码，通过最小化光度重投影误差跟踪物体。AirDOS被卡内基梅隆大学Yuheng Qiu等人提出[30]，将刚性和运动约束引入模型铰接对象，通过联合优化相机位姿、物体运动和物体三维结构，来纠正相机位姿估计。VDO SLAM[31]利用Mask R-CNN掩码和光流区分动静点，将动态环境下的SLAM表示为整体的图优化，同时估计相机位姿和物体位姿。

总体来说，目前动态场景下的视觉SLAM问题的解决需要借助几何信息和深度学习的语义信息，语义信息提供更准确的物体，几何信息提供物体真实的运动状态，两者结合来估计相机运动和跟踪物体。
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